Analysis will start with uploading and cleaning of the data.

#this upload is based off of a pc's directory, be sure to change it to your specific one.  
  
campaigns <- read.csv('C:/Users/nicky/Desktop/Syracuse Grad School/IST 707/Final Project/CandidateSummaryAction.csv')

#data set needs to be cleaned of data that is not needed:  
#str(campaigns)

Unneeded columns were dropped below

campaigns <- subset(campaigns, select = -c(can\_off\_dis, tot\_rec, tot\_dis, cas\_on\_han\_beg\_of\_per,  
 cas\_on\_han\_clo\_of\_per, deb\_owe\_by\_com, deb\_owe\_to\_com,  
 cov\_sta\_dat, cov\_end\_dat, can\_str1, can\_str2, can\_cit,  
 can\_zip, off\_to\_ope\_exp, off\_to\_fun, off\_to\_leg\_acc,  
 exe\_leg\_acc\_dis, fun\_dis, can\_loa\_rep, oth\_loa\_rep,  
 tot\_loa\_rep, ind\_ref, par\_com\_ref, oth\_com\_ref,  
 tot\_con\_ref, oth\_dis, tot\_dis))

#str(campaigns)

Next, to check for null values:

colSums(is.na(campaigns))

## can\_id can\_nam can\_off can\_off\_sta   
## 0 0 0 0   
## can\_par\_aff can\_inc\_cha\_ope\_sea can\_sta ind\_ite\_con   
## 0 0 0 0   
## ind\_uni\_con ind\_con par\_com\_con oth\_com\_con   
## 0 0 0 0   
## can\_con tot\_con tra\_fro\_oth\_aut\_com can\_loa   
## 0 0 0 0   
## oth\_loa tot\_loa oth\_rec ope\_exp   
## 0 0 0 0   
## tra\_to\_oth\_aut\_com net\_con net\_ope\_exp winner   
## 0 0 0 0   
## votes   
## 1435

Votes data is unreliable and will have to be removed as a column. Author of data set said the following: ’the votes column was not part of the metadata. I had to scrape that info manually from CNN’s election results page here:

<https://www.cnn.com/election/2016/results/house>

My apologies for any errors on my part, there is definitely a chance for human error. In which districts have you found discrepancies?’

campaigns <- subset(campaigns, select = -c(votes))

#saving data into a new csv  
  
write.csv(campaigns,'C:/Users/nicky/Desktop/Syracuse Grad School/IST 707/Final Project/campaigns\_new.csv')

#id isn't needed neither  
campaigns <- subset(campaigns, select = -c(can\_id))

campaigns <- subset(campaigns, select = -c(can\_nam))

Need to change data types

str(campaigns)

## 'data.frame': 1814 obs. of 22 variables:  
## $ can\_off : chr "H" "H" "H" "H" ...  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ can\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ ind\_ite\_con : chr "$554,305.00 " "$1,042,280.38 " "$529,030.38 " "$2,479,616.45 " ...  
## $ ind\_uni\_con : chr "$46,969.50 " "$72,430.64 " "$13,075.00 " "$1,837,715.13 " ...  
## $ ind\_con : chr "$601,274.50 " "$1,114,711.02 " "$542,105.38 " "$4,317,331.58 " ...  
## $ par\_com\_con : chr "" "" "" "$3,545.32 " ...  
## $ oth\_com\_con : chr "$473,675.00 " "$302,834.20 " "$106,050.00 " "$660,038.51 " ...  
## $ can\_con : chr "" "" "$2,700.00 " "" ...  
## $ tot\_con : chr "$1,074,949.50 " "$1,417,545.22 " "$650,855.38 " "$4,980,915.41 " ...  
## $ tra\_fro\_oth\_aut\_com: chr "$17,710.49 " "" "" "$136,894.00 " ...  
## $ can\_loa : chr "" "" "$60,000.00 " "" ...  
## $ oth\_loa : chr "" "" "" "" ...  
## $ tot\_loa : chr "" "" "$60,000.00 " "" ...  
## $ oth\_rec : chr "" "" "" "$55,910.19 " ...  
## $ ope\_exp : chr "$908,518.98 " "$1,300,557.53 " "$656,642.76 " "$5,073,110.33 " ...  
## $ tra\_to\_oth\_aut\_com : chr "" "" "" "" ...  
## $ net\_con : chr "$1,074,949.50 " "$1,406,719.06 " "$650,855.38 " "$4,938,943.74 " ...  
## $ net\_ope\_exp : chr "$907,156.21 " "$1,298,831.83 " "$656,210.29 " "$5,055,942.15 " ...  
## $ winner : chr "Y" "Y" "Y" "Y" ...

before turning everything numeric for money attributes, need to get rid of dollar signs and commas.

campaigns$tot\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$tot\_con)))  
campaigns$ind\_ite\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$ind\_ite\_con)))  
campaigns$ind\_uni\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$ind\_uni\_con)))

## Warning: NAs introduced by coercion

campaigns$ind\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$ind\_con)))  
campaigns$par\_com\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$par\_com\_con)))  
campaigns$oth\_com\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$oth\_com\_con)))  
campaigns$can\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$can\_con)))  
campaigns$tra\_fro\_oth\_aut\_com <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$tra\_fro\_oth\_aut\_com)))  
campaigns$can\_loa <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$can\_loa)))  
campaigns$oth\_loa <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$oth\_loa)))  
campaigns$oth\_rec <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$oth\_rec)))

## Warning: NAs introduced by coercion

campaigns$ope\_exp <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$ope\_exp)))

## Warning: NAs introduced by coercion

campaigns$tra\_to\_oth\_aut\_com <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$tra\_to\_oth\_aut\_com)))  
campaigns$net\_con <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$net\_con)))

## Warning: NAs introduced by coercion

campaigns$net\_ope\_exp <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$net\_ope\_exp)))  
campaigns$tot\_loa <- as.numeric(gsub(",", "", gsub("\\$", "", campaigns$tot\_loa)))

campaigns$can\_off <- as.factor(campaigns$can\_off)  
campaigns$can\_off\_sta <- as.factor(campaigns$can\_off\_sta)  
campaigns$can\_par\_aff <- as.factor(campaigns$can\_par\_aff)  
campaigns$can\_inc\_cha\_ope\_sea <- as.factor(campaigns$can\_inc\_cha\_ope\_sea)  
campaigns$can\_sta <- as.factor(campaigns$can\_sta)  
  
campaigns$winner <- as.factor(campaigns$winner)

NA’s have been now introduced. So this should be fixed.

colSums(is.na(campaigns))

## can\_off can\_off\_sta can\_par\_aff can\_inc\_cha\_ope\_sea   
## 0 0 0 0   
## can\_sta ind\_ite\_con ind\_uni\_con ind\_con   
## 0 244 277 198   
## par\_com\_con oth\_com\_con can\_con tot\_con   
## 1432 803 1139 119   
## tra\_fro\_oth\_aut\_com can\_loa oth\_loa tot\_loa   
## 1553 1174 1747 1161   
## oth\_rec ope\_exp tra\_to\_oth\_aut\_com net\_con   
## 1284 98 1661 173   
## net\_ope\_exp winner   
## 149 0

All the na’s are from null values in the money columns. Turning all of them to zero makes sense.

campaigns[is.na(campaigns)] <- 0

str(campaigns)

## 'data.frame': 1814 obs. of 22 variables:  
## $ can\_off : Factor w/ 3 levels "H","P","S": 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_off\_sta : Factor w/ 57 levels "AK","AL","AR",..: 12 42 11 30 6 31 55 22 41 22 ...  
## $ can\_par\_aff : Factor w/ 25 levels "AMP","CON","CST",..: 21 4 21 21 4 4 4 4 21 4 ...  
## $ can\_inc\_cha\_ope\_sea: Factor w/ 4 levels "","CHALLENGER",..: 3 2 4 3 3 3 3 3 3 3 ...  
## $ can\_sta : Factor w/ 58 levels "","AK","AL","AR",..: 13 43 12 31 7 32 55 23 42 23 ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : Factor w/ 2 levels "","Y": 2 2 2 2 2 2 2 2 2 2 ...

sum(campaigns$tot\_con)

## [1] 2364931317

str(campaigns)

## 'data.frame': 1814 obs. of 22 variables:  
## $ can\_off : Factor w/ 3 levels "H","P","S": 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_off\_sta : Factor w/ 57 levels "AK","AL","AR",..: 12 42 11 30 6 31 55 22 41 22 ...  
## $ can\_par\_aff : Factor w/ 25 levels "AMP","CON","CST",..: 21 4 21 21 4 4 4 4 21 4 ...  
## $ can\_inc\_cha\_ope\_sea: Factor w/ 4 levels "","CHALLENGER",..: 3 2 4 3 3 3 3 3 3 3 ...  
## $ can\_sta : Factor w/ 58 levels "","AK","AL","AR",..: 13 43 12 31 7 32 55 23 42 23 ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : Factor w/ 2 levels "","Y": 2 2 2 2 2 2 2 2 2 2 ...

Candidate state is not needed:

campaigns <- subset(campaigns, select = -c(can\_sta))

str(campaigns)

## 'data.frame': 1814 obs. of 21 variables:  
## $ can\_off : Factor w/ 3 levels "H","P","S": 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_off\_sta : Factor w/ 57 levels "AK","AL","AR",..: 12 42 11 30 6 31 55 22 41 22 ...  
## $ can\_par\_aff : Factor w/ 25 levels "AMP","CON","CST",..: 21 4 21 21 4 4 4 4 21 4 ...  
## $ can\_inc\_cha\_ope\_sea: Factor w/ 4 levels "","CHALLENGER",..: 3 2 4 3 3 3 3 3 3 3 ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : Factor w/ 2 levels "","Y": 2 2 2 2 2 2 2 2 2 2 ...

levels(campaigns$winner)[levels(campaigns$winner) == ""] <- "N"  
summary(campaigns$winner)

## N Y   
## 1343 471

levels(campaigns$can\_inc\_cha\_ope\_sea)[levels(campaigns$can\_inc\_cha\_ope\_sea) == ""] <- "UNKNOWN"  
summary(campaigns$can\_inc\_cha\_ope\_sea)

## UNKNOWN CHALLENGER INCUMBENT OPEN   
## 2 850 425 537

Printing final cleaned csv

write.csv(campaigns,'C:/Users/nicky/Desktop/Syracuse Grad School/IST 707/Final Project/campaigns\_cleaned.csv')

summary(campaigns$can\_par\_aff)

## AMP CON CST DEM DFL GRE ID IDP IND LIB N/A NNE NON NPA NPP OTH PBP PFD PPT PPY   
## 1 4 1 714 4 16 1 3 85 33 1 15 2 9 1 15 1 1 1 1   
## REP SEP UN UNK W   
## 882 1 6 12 4

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 4.2.3

ggplot(campaigns, aes(x=can\_par\_aff)) + geom\_bar(aes(y=..count..),fill = 'lightpink',color = 'black',alpha = .8)

## Warning: The dot-dot notation (`..count..`) was deprecated in ggplot2 3.4.0.  
## ℹ Please use `after\_stat(count)` instead.  
## This warning is displayed once every 8 hours.  
## Call `lifecycle::last\_lifecycle\_warnings()` to see where this warning was  
## generated.
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ggplot(campaigns, aes(x=can\_par\_aff,y=tot\_con)) + geom\_bar(aes(y=..count..),fill = 'lightpink',color = 'black',alpha = .8)
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Income sources per party:

library(tidyverse)

## Warning: package 'tidyverse' was built under R version 4.2.3

## Warning: package 'tibble' was built under R version 4.2.3

## Warning: package 'tidyr' was built under R version 4.2.3

## Warning: package 'readr' was built under R version 4.2.3

## Warning: package 'purrr' was built under R version 4.2.3

## Warning: package 'dplyr' was built under R version 4.2.3

## Warning: package 'stringr' was built under R version 4.2.3

## Warning: package 'forcats' was built under R version 4.2.3

## Warning: package 'lubridate' was built under R version 4.2.3

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.2 ✔ readr 2.1.4  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ lubridate 1.9.2 ✔ tibble 3.2.1  
## ✔ purrr 1.0.1 ✔ tidyr 1.3.0  
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the ]8;;http://conflicted.r-lib.org/conflicted package]8;; to force all conflicts to become errors

df\_long2 <- campaigns %>%  
 pivot\_longer(cols = c(ind\_ite\_con, ind\_uni\_con),  
 names\_to = "contribution\_type",  
 values\_to = "amount")  
  
  
ggplot(df\_long2, aes(fill=contribution\_type, y=amount, x=can\_par\_aff)) +   
 geom\_bar(position="stack", stat="identity") +  
 labs(x = "Candidate Party Affiliation",   
 y = "Contribution Amount",   
 fill = "Contribution Type",   
 title = "Breakdown of Contributions by Party Affiliation") +  
 theme\_minimal()
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Digging deeper, individual contribution break down.

df\_long <- campaigns %>%  
 pivot\_longer(cols = c(ind\_con, par\_com\_con, oth\_com\_con, can\_con),  
 names\_to = "contribution\_type",  
 values\_to = "amount")  
  
  
ggplot(df\_long, aes(fill=contribution\_type, y=amount, x=can\_par\_aff)) +   
 geom\_bar(position="stack", stat="identity") +  
 labs(x = "Candidate Party Affiliation",   
 y = "Contribution Amount",   
 fill = "Contribution Type",   
 title = "Breakdown of Contributions by Party Affiliation") +  
 theme\_minimal()
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Most Expensive State Race

ggplot(campaigns, aes(x=can\_off\_sta,y=tot\_con)) + geom\_bar(aes(y=..count..),fill = 'magenta',color = 'black',alpha = .8)
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#this is too crowded

# Aggregating the data  
state\_totals <- campaigns %>%  
 group\_by(can\_off\_sta) %>%  
 summarise(tot\_con\_state = sum(tot\_con, na.rm = TRUE)) %>%  
 arrange(desc(tot\_con\_state))  
  
# Selecting the top N states  
top\_states <- state\_totals %>%  
 top\_n(10, wt = tot\_con\_state)  
  
# Filtering the original data for only these states  
campaigns\_filtered <- campaigns %>%  
 filter(can\_off\_sta %in% top\_states$can\_off\_sta)  
  
# Create the plot  
ggplot(campaigns\_filtered, aes(x=can\_off\_sta, y=tot\_con)) +   
 geom\_bar(stat="identity", fill = 'magenta', color = 'black', alpha = .8)

![](data:image/png;base64,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)

Party with most wins

ggplot(campaigns, aes(x=can\_par\_aff,y=winner)) + geom\_bar(aes(y=..count..),fill = 'darkgoldenrod',color = 'black',alpha = .8)
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#creating a new data set with all cleaned data   
campaigns\_cl <- read.csv('C:/Users/nicky/Desktop/Syracuse Grad School/IST 707/Final Project/campaigns\_cleaned.csv')  
str(campaigns\_cl)

## 'data.frame': 1814 obs. of 22 variables:  
## $ X : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ can\_off : chr "H" "H" "H" "H" ...  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : chr "Y" "Y" "Y" "Y" ...

In order for association rule mining to work, all attributes that will be used need to be turned into characters.Since not all numerical columns need to be chosen since they are all additions of each other, all that will be needed is the total columns for the different expenses.

arm\_df <- subset(campaigns\_cl, select = -c(X,ind\_con,tot\_con,tot\_loa))

Next, summary will be used so that the ranges can be determined for association rule mining. costs will be broken into 5 categories - none, low, medium-low, medium, medium-high, high, huge.

summary(arm\_df)

## can\_off can\_off\_sta can\_par\_aff can\_inc\_cha\_ope\_sea  
## Length:1814 Length:1814 Length:1814 Length:1814   
## Class :character Class :character Class :character Class :character   
## Mode :character Mode :character Mode :character Mode :character   
##   
##   
##   
## ind\_ite\_con ind\_uni\_con par\_com\_con oth\_com\_con   
## Min. : 0 Min. : 0 Min. : 0 Min. : 0   
## 1st Qu.: 3748 1st Qu.: 863 1st Qu.: 0 1st Qu.: 0   
## Median : 56368 Median : 9096 Median : 0 Median : 1312   
## Mean : 741736 Mean : 309212 Mean : 1508 Mean : 229046   
## 3rd Qu.: 420491 3rd Qu.: 41342 3rd Qu.: 0 3rd Qu.: 280571   
## Max. :266757494 Max. :134684157 Max. :449200 Max. :3954545   
## can\_con tra\_fro\_oth\_aut\_com can\_loa oth\_loa   
## Min. : 0 Min. : 0 Min. : 0 Min. : 0   
## 1st Qu.: 0 1st Qu.: 0 1st Qu.: 0 1st Qu.: 0   
## Median : 0 Median : 0 Median : 0 Median : 0   
## Mean : 22068 Mean : 163695 Mean : 84750 Mean : 3047   
## 3rd Qu.: 1141 3rd Qu.: 0 3rd Qu.: 7836 3rd Qu.: 0   
## Max. :13414225 Max. :141290000 Max. :47508505 Max. :2400000   
## oth\_rec ope\_exp tra\_to\_oth\_aut\_com net\_con   
## Min. : 0.0 Min. : 0 Min. : 0 Min. :0.000e+00   
## 1st Qu.: 0.0 1st Qu.: 12327 1st Qu.: 0 1st Qu.:8.176e+03   
## Median : 0.0 Median : 101493 Median : 0 Median :8.968e+04   
## Mean : 5005.0 Mean : 1339195 Mean : 6959 Mean :5.156e+06   
## 3rd Qu.: 12.7 3rd Qu.: 701483 3rd Qu.: 0 3rd Qu.:9.210e+05   
## Max. :1427900.7 Max. :445661956 Max. :2852535 Max. :2.526e+09   
## net\_ope\_exp winner   
## Min. :0.000e+00 Length:1814   
## 1st Qu.:1.140e+04 Class :character   
## Median :1.009e+05 Mode :character   
## Mean :5.150e+06   
## 3rd Qu.:7.064e+05   
## Max. :2.467e+09

making characters for each attribute:

arm\_df$ind\_ite\_con <- cut(arm\_df$ind\_ite\_con, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)

Now for the rest of the attributes

arm\_df$ind\_uni\_con <- cut(arm\_df$ind\_uni\_con, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$par\_com\_con <- cut(arm\_df$par\_com\_con, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$oth\_com\_con <- cut(arm\_df$oth\_com\_con, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$can\_con <- cut(arm\_df$can\_con, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$tra\_fro\_oth\_aut\_com <- cut(arm\_df$tra\_fro\_oth\_aut\_com, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$can\_loa <- cut(arm\_df$can\_loa, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$oth\_loa <- cut(arm\_df$oth\_loa, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$oth\_rec <- cut(arm\_df$oth\_rec, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$ope\_exp <- cut(arm\_df$ope\_exp, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$tra\_to\_oth\_aut\_com <- cut(arm\_df$tra\_to\_oth\_aut\_com, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$net\_con <- cut(arm\_df$net\_con, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)  
  
arm\_df$net\_ope\_exp <- cut(arm\_df$net\_ope\_exp, breaks = c(0,1,10000,56000,420000,1000000,50000000,100000000), labels=c('None','low','medium-low','medium','medium-high','high','huge'), right=FALSE)

str(arm\_df)

## 'data.frame': 1814 obs. of 18 variables:  
## $ can\_off : chr "H" "H" "H" "H" ...  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ ind\_ite\_con : Factor w/ 7 levels "None","low","medium-low",..: 5 6 5 6 5 4 4 5 5 6 ...  
## $ ind\_uni\_con : Factor w/ 7 levels "None","low","medium-low",..: 3 4 3 6 4 4 4 4 4 3 ...  
## $ par\_com\_con : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 2 1 2 2 1 1 1 ...  
## $ oth\_com\_con : Factor w/ 7 levels "None","low","medium-low",..: 5 4 4 5 4 4 5 4 6 5 ...  
## $ can\_con : Factor w/ 7 levels "None","low","medium-low",..: 1 1 2 1 1 1 1 1 1 1 ...  
## $ tra\_fro\_oth\_aut\_com: Factor w/ 7 levels "None","low","medium-low",..: 3 1 1 4 1 1 1 1 4 4 ...  
## $ can\_loa : Factor w/ 7 levels "None","low","medium-low",..: 1 1 4 1 1 1 1 1 1 1 ...  
## $ oth\_loa : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 1 1 1 1 1 1 1 ...  
## $ oth\_rec : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 3 1 1 1 1 2 3 ...  
## $ ope\_exp : Factor w/ 7 levels "None","low","medium-low",..: 5 6 5 6 5 5 5 5 6 6 ...  
## $ tra\_to\_oth\_aut\_com : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 1 1 2 1 1 1 1 ...  
## $ net\_con : Factor w/ 7 levels "None","low","medium-low",..: 6 6 5 6 6 5 5 6 6 6 ...  
## $ net\_ope\_exp : Factor w/ 7 levels "None","low","medium-low",..: 5 6 5 6 5 5 5 5 6 6 ...  
## $ winner : chr "Y" "Y" "Y" "Y" ...

Turning remaining attributes into factors as well to finalize the set for ARM

arm\_df$can\_off <- as.factor(arm\_df$can\_off)  
arm\_df$can\_off\_sta <- as.factor(arm\_df$can\_off\_sta)  
arm\_df$can\_par\_aff <- as.factor(arm\_df$can\_par\_aff)  
arm\_df$can\_inc\_cha\_ope\_sea <- as.factor(arm\_df$can\_inc\_cha\_ope\_sea)  
arm\_df$winner <- as.factor(arm\_df$winner)

str(arm\_df)

## 'data.frame': 1814 obs. of 18 variables:  
## $ can\_off : Factor w/ 3 levels "H","P","S": 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_off\_sta : Factor w/ 57 levels "AK","AL","AR",..: 12 42 11 30 6 31 55 22 41 22 ...  
## $ can\_par\_aff : Factor w/ 25 levels "AMP","CON","CST",..: 21 4 21 21 4 4 4 4 21 4 ...  
## $ can\_inc\_cha\_ope\_sea: Factor w/ 4 levels "CHALLENGER","INCUMBENT",..: 2 1 3 2 2 2 2 2 2 2 ...  
## $ ind\_ite\_con : Factor w/ 7 levels "None","low","medium-low",..: 5 6 5 6 5 4 4 5 5 6 ...  
## $ ind\_uni\_con : Factor w/ 7 levels "None","low","medium-low",..: 3 4 3 6 4 4 4 4 4 3 ...  
## $ par\_com\_con : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 2 1 2 2 1 1 1 ...  
## $ oth\_com\_con : Factor w/ 7 levels "None","low","medium-low",..: 5 4 4 5 4 4 5 4 6 5 ...  
## $ can\_con : Factor w/ 7 levels "None","low","medium-low",..: 1 1 2 1 1 1 1 1 1 1 ...  
## $ tra\_fro\_oth\_aut\_com: Factor w/ 7 levels "None","low","medium-low",..: 3 1 1 4 1 1 1 1 4 4 ...  
## $ can\_loa : Factor w/ 7 levels "None","low","medium-low",..: 1 1 4 1 1 1 1 1 1 1 ...  
## $ oth\_loa : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 1 1 1 1 1 1 1 ...  
## $ oth\_rec : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 3 1 1 1 1 2 3 ...  
## $ ope\_exp : Factor w/ 7 levels "None","low","medium-low",..: 5 6 5 6 5 5 5 5 6 6 ...  
## $ tra\_to\_oth\_aut\_com : Factor w/ 7 levels "None","low","medium-low",..: 1 1 1 1 1 2 1 1 1 1 ...  
## $ net\_con : Factor w/ 7 levels "None","low","medium-low",..: 6 6 5 6 6 5 5 6 6 6 ...  
## $ net\_ope\_exp : Factor w/ 7 levels "None","low","medium-low",..: 5 6 5 6 5 5 5 5 6 6 ...  
## $ winner : Factor w/ 2 levels "N","Y": 2 2 2 2 2 2 2 2 2 2 ...

#needed libraries  
#install.packages("arules")  
library(arules)

## Warning: package 'arules' was built under R version 4.2.3

## Loading required package: Matrix

## Warning: package 'Matrix' was built under R version 4.2.2

##   
## Attaching package: 'Matrix'

## The following objects are masked from 'package:tidyr':  
##   
## expand, pack, unpack

##   
## Attaching package: 'arules'

## The following object is masked from 'package:dplyr':  
##   
## recode

## The following objects are masked from 'package:base':  
##   
## abbreviate, write

next, converting data frame to a transactions object.

trans <- as(arm\_df, "transactions")

Mining the association rules with the apriori function. Using a minimum support of 0.1 and a minimum confidence of 0.8:

rules <- apriori(trans, parameter = list(supp = 0.1, conf = 0.8))

## Apriori  
##   
## Parameter specification:  
## confidence minval smax arem aval originalSupport maxtime support minlen  
## 0.8 0.1 1 none FALSE TRUE 5 0.1 1  
## maxlen target ext  
## 10 rules TRUE  
##   
## Algorithmic control:  
## filter tree heap memopt load sort verbose  
## 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
##   
## Absolute minimum support count: 181   
##   
## set item appearances ...[0 item(s)] done [0.00s].  
## set transactions ...[174 item(s), 1814 transaction(s)] done [0.00s].  
## sorting and recoding items ... [50 item(s)] done [0.00s].  
## creating transaction tree ... done [0.00s].  
## checking subsets of size 1 2 3 4 5 6 7 8 9 10

## Warning in apriori(trans, parameter = list(supp = 0.1, conf = 0.8)): Mining  
## stopped (maxlen reached). Only patterns up to a length of 10 returned!

## done [0.03s].  
## writing ... [40591 rule(s)] done [0.00s].  
## creating S4 object ... done [0.01s].

inspecting rules by lift and confidence:

inspect(sort(rules, by="lift")[1:10])

## lhs rhs support confidence coverage lift count  
## [1] {par\_com\_con=None,   
## ope\_exp=low,   
## net\_con=low} => {net\_ope\_exp=low} 0.1085998 1 0.1085998 6.693727 197  
## [2] {par\_com\_con=None,   
## oth\_com\_con=None,   
## ope\_exp=low,   
## net\_con=low} => {net\_ope\_exp=low} 0.1047409 1 0.1047409 6.693727 190  
## [3] {par\_com\_con=None,   
## oth\_rec=None,   
## ope\_exp=low,   
## net\_con=low} => {net\_ope\_exp=low} 0.1014333 1 0.1014333 6.693727 184  
## [4] {par\_com\_con=None,   
## ope\_exp=low,   
## net\_con=low,   
## winner=N} => {net\_ope\_exp=low} 0.1085998 1 0.1085998 6.693727 197  
## [5] {par\_com\_con=None,   
## tra\_fro\_oth\_aut\_com=None,   
## ope\_exp=low,   
## net\_con=low} => {net\_ope\_exp=low} 0.1047409 1 0.1047409 6.693727 190  
## [6] {par\_com\_con=None,   
## ope\_exp=low,   
## tra\_to\_oth\_aut\_com=None,   
## net\_con=low} => {net\_ope\_exp=low} 0.1047409 1 0.1047409 6.693727 190  
## [7] {par\_com\_con=None,   
## oth\_loa=None,   
## ope\_exp=low,   
## net\_con=low} => {net\_ope\_exp=low} 0.1063947 1 0.1063947 6.693727 193  
## [8] {par\_com\_con=None,   
## oth\_com\_con=None,   
## ope\_exp=low,   
## net\_con=low,   
## winner=N} => {net\_ope\_exp=low} 0.1047409 1 0.1047409 6.693727 190  
## [9] {par\_com\_con=None,   
## oth\_com\_con=None,   
## tra\_fro\_oth\_aut\_com=None,   
## ope\_exp=low,   
## net\_con=low} => {net\_ope\_exp=low} 0.1014333 1 0.1014333 6.693727 184  
## [10] {par\_com\_con=None,   
## oth\_com\_con=None,   
## ope\_exp=low,   
## tra\_to\_oth\_aut\_com=None,   
## net\_con=low} => {net\_ope\_exp=low} 0.1014333 1 0.1014333 6.693727 184

inspect(sort(rules, by="confidence")[1:10])

## lhs rhs support confidence coverage   
## [1] {can\_loa=low} => {winner=N} 0.1174201 1 0.1174201  
## [2] {ind\_ite\_con=None} => {winner=N} 0.1345094 1 0.1345094  
## [3] {net\_ope\_exp=low} => {winner=N} 0.1493936 1 0.1493936  
## [4] {ope\_exp=low} => {winner=N} 0.1670342 1 0.1670342  
## [5] {net\_con=low} => {winner=N} 0.1725469 1 0.1725469  
## [6] {net\_con=medium-low} => {winner=N} 0.1846748 1 0.1846748  
## [7] {net\_ope\_exp=medium-low} => {winner=N} 0.1990077 1 0.1990077  
## [8] {ind\_ite\_con=low} => {winner=N} 0.2039691 1 0.2039691  
## [9] {ope\_exp=medium-low} => {winner=N} 0.2105843 1 0.2105843  
## [10] {can\_loa=low, oth\_rec=None} => {winner=N} 0.1019846 1 0.1019846  
## lift count  
## [1] 1.350707 213   
## [2] 1.350707 244   
## [3] 1.350707 271   
## [4] 1.350707 303   
## [5] 1.350707 313   
## [6] 1.350707 335   
## [7] 1.350707 361   
## [8] 1.350707 370   
## [9] 1.350707 382   
## [10] 1.350707 185

For all the lift rules, lift is only at 1 which shows that these rules actually are independent from one another. Ex) x occurs as often as y. So these rules will not tell us anything interesting.

Confident is another story and actually reveals some information. As a reminder: The confidence of an association rules (X => Y) measures how often Y is found in transactions that contain X.

The top 3 rules show the following:

1. {can\_loa=low} => {winner=N}

This rule suggests that if the loan amount taken by the candidate is low (can\_loa=low), then it’s likely the candidate does not win the election (winner=N). The confidence of this rule is 0.1174201, which means this rule is correct about 11.7% of the time. The Lift of this rule is 1.350707, suggesting that the rule is 1.35 times more likely to be correct than a random assignment.

1. {ind\_ite\_con=None} => {winner=N}

This rule suggests that if there are no itemized individual contributions (ind\_ite\_con=None), then it’s likely the candidate does not win the election (winner=N). The confidence of this rule is 0.1345094, which means this rule is correct about 13.4% of the time. The Lift of this rule is 1.350707, suggesting that the rule is 1.35 times more likely to be correct than a random assignment.

1. {net\_ope\_exp=low} => {winner=N}

This rule suggests that if the net operational expenditure is low (net\_ope\_exp=low), then it’s likely the candidate does not win the election (winner=N). The confidence of this rule is 0.1493936, which means this rule is correct about 14.9% of the time. The Lift of this rule is 1.350707, suggesting that the rule is 1.35 times more likely to be correct than a random assignment.

These rules suggest a pattern in which a low spending candidate or low contribution receiving candidate often does not lead to not winning the election. The higher the confidence, the more frequently the rule has been found to be true. The Lift values greater than 1 suggest these rules are significant, as they are more likely than chance. #################### The next step will be using actual predictive algorithm on the data. We will use the older data set since Naive Bayes can handle both numerical and discrete variables.

library(e1071)

## Warning: package 'e1071' was built under R version 4.2.3

Need to take out some unneeded variables:

str(campaigns\_cl)

## 'data.frame': 1814 obs. of 22 variables:  
## $ X : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ can\_off : chr "H" "H" "H" "H" ...  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : chr "Y" "Y" "Y" "Y" ...

nb\_df <- subset(campaigns\_cl, select = -c(X))  
  
nb\_df$can\_off <- as.factor(nb\_df$can\_off)  
nb\_df$can\_off\_sta <- as.factor(nb\_df$can\_off\_sta)  
nb\_df$can\_par\_aff <- as.factor(nb\_df$can\_par\_aff)  
nb\_df$can\_inc\_cha\_ope\_sea <- as.factor(nb\_df$can\_inc\_cha\_ope\_sea)  
nb\_df$winner <- as.factor(nb\_df$winner)

str(nb\_df)

## 'data.frame': 1814 obs. of 21 variables:  
## $ can\_off : Factor w/ 3 levels "H","P","S": 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_off\_sta : Factor w/ 57 levels "AK","AL","AR",..: 12 42 11 30 6 31 55 22 41 22 ...  
## $ can\_par\_aff : Factor w/ 25 levels "AMP","CON","CST",..: 21 4 21 21 4 4 4 4 21 4 ...  
## $ can\_inc\_cha\_ope\_sea: Factor w/ 4 levels "CHALLENGER","INCUMBENT",..: 2 1 3 2 2 2 2 2 2 2 ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : Factor w/ 2 levels "N","Y": 2 2 2 2 2 2 2 2 2 2 ...

# Spliting data into train and test datasets  
  
set.seed(123)  
train\_indices\_nb <- sample(1:nrow(nb\_df), nrow(nb\_df)\*0.7)  
train\_df\_nb <- nb\_df[train\_indices\_nb, ]  
test\_df\_nb <- nb\_df[-train\_indices\_nb, ]

Training the naive bayes model

naive\_model <- naiveBayes(winner ~ ., data = train\_df\_nb)

predictions\_nb <- predict(naive\_model, test\_df\_nb)

library(caret)

## Warning: package 'caret' was built under R version 4.2.3

## Loading required package: lattice

## Warning: package 'lattice' was built under R version 4.2.3

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

confusionMatrix(predictions\_nb, test\_df\_nb$winner)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction N Y  
## N 64 1  
## Y 330 150  
##   
## Accuracy : 0.3927   
## 95% CI : (0.3514, 0.4351)  
## No Information Rate : 0.7229   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.0932   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.1624   
## Specificity : 0.9934   
## Pos Pred Value : 0.9846   
## Neg Pred Value : 0.3125   
## Prevalence : 0.7229   
## Detection Rate : 0.1174   
## Detection Prevalence : 0.1193   
## Balanced Accuracy : 0.5779   
##   
## 'Positive' Class : N   
##

The confusion matrix that the naive bayes algorithm output and the statistics provide an overview of the performance of the model.

Meaning of the confusion matrix. True Negative (N, N): The model correctly predicted 64 times that the candidate would not win. False Negative (Y, N): The model incorrectly predicted 1 time that a winning candidate would not win. False Positive (N, Y): The model incorrectly predicted 330 times that a losing candidate would win. True Positive (Y, Y): The model correctly predicted 150 times that the candidate would win.

Accuracy is the proportion of true results. Here, the accuracy is 0.3927, or about 39.27%. This means that the model correctly predicts the outcome about 39.27% of the time.

The Kappa statistic is a measure of how much better the predictions of the model are compared to predictions made by chance. Here, the kappa is 0.0932, which is quite low (a perfect model has a kappa of 1), indicating that the model is not much better than a random model.

Sensitivity is the proportion of actual positives that are correctly identified. In this case, the sensitivity is 0.1624, meaning that the model identifies about 16.24% of the winning candidates correctly.

Specificity measures the proportion of actual negatives that are correctly identified. Here, the specificity is 0.9934, suggesting the model is very good at identifying candidates that won’t win.

The Positive Predictive Value is the proportion of positive cases that were correctly identified by the model. In this case, it’s 0.9846 or 98.46% of candidates predicted not to win, did indeed not win. However, the Negative Predictive Value is low (0.3125 or 31.25%), meaning that of all the candidates that were predicted to win, only 31.25% actually won.

The No Information Rate is a baseline comparison, which is the accuracy that can be achieved without a model by always guessing the most frequent category. In this case, guessing the candidate does not win all the time would be right 72.29% of the time.

The p-value associated with the accuracy being greater than the no information rate is 1, which indicates no evidence of the model doing better than the no information rate.

Overall, this model seems to be better at predicting losers than predicting winners (low sensitivity and negative predictive value). The low accuracy, kappa, and high p-value suggest that there might be a need to improve this model, possibly by revising the feature set, using a different model, or adjusting the class imbalance.

The next is to use the kNN algorithm. The first step is to actually find out the optimal k to assign. To do this, we will use k-fold process:

#libraries  
library(class)

## Warning: package 'class' was built under R version 4.2.3

library(caret)

knn\_df <- subset(campaigns\_cl, select = -c(X))

training control

train\_control\_knn <- trainControl(method="cv", number=10)

Scaling the numeric data

knn\_df[,sapply(knn\_df, is.numeric)] <- scale(knn\_df[,sapply(knn\_df, is.numeric)])

str(knn\_df)

## 'data.frame': 1814 obs. of 21 variables:  
## $ can\_off : chr "H" "H" "H" "H" ...  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ ind\_ite\_con : num -0.02657 0.042606 -0.030153 0.246364 0.000638 ...  
## $ ind\_uni\_con : num -0.0605 -0.0546 -0.0683 0.3527 -0.0365 ...  
## $ ind\_con : num -0.04156 0.00592 -0.04703 0.30208 -0.0142 ...  
## $ par\_com\_con : num -0.125 -0.125 -0.125 0.169 -0.125 ...  
## $ oth\_com\_con : num 0.515 0.155 -0.259 0.908 0.168 ...  
## $ can\_con : num -0.0567 -0.0567 -0.0498 -0.0567 -0.0567 ...  
## $ tot\_con : num -0.02087 0.01039 -0.05957 0.33551 -0.00893 ...  
## $ tra\_fro\_oth\_aut\_com: num -0.03748 -0.04202 -0.04202 -0.00688 -0.04202 ...  
## $ can\_loa : num -0.0724 -0.0724 -0.0211 -0.0724 -0.0724 ...  
## $ oth\_loa : num -0.0498 -0.0498 -0.0498 -0.0498 -0.0498 ...  
## $ tot\_loa : num -0.0746 -0.0746 -0.0236 -0.0746 -0.0746 ...  
## $ oth\_rec : num -0.0925 -0.0925 -0.0925 0.9413 -0.0925 ...  
## $ ope\_exp : num -0.03214 -0.00288 -0.05094 0.27866 -0.02879 ...  
## $ tra\_to\_oth\_aut\_com : num -0.0833 -0.0833 -0.0833 -0.0833 -0.0833 ...  
## $ net\_con : num -0.04926 -0.04525 -0.05438 -0.00262 -0.04778 ...  
## $ net\_ope\_exp : num -0.05224 -0.04741 -0.05533 -0.00116 -0.05171 ...  
## $ winner : chr "Y" "Y" "Y" "Y" ...

removing winner

knn\_df\_class <- knn\_df$winner  
knn\_df$winner <- NULL

Cannot perform knn without removing remaining categorical variables. Need to use a technique called hot encoding to change them into numerical ones.

df\_encoded <- cbind(knn\_df[, !(names(knn\_df) %in% "can\_off")], model.matrix(~can\_off - 1, knn\_df))

str(df\_encoded)

## 'data.frame': 1814 obs. of 22 variables:  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ ind\_ite\_con : num -0.02657 0.042606 -0.030153 0.246364 0.000638 ...  
## $ ind\_uni\_con : num -0.0605 -0.0546 -0.0683 0.3527 -0.0365 ...  
## $ ind\_con : num -0.04156 0.00592 -0.04703 0.30208 -0.0142 ...  
## $ par\_com\_con : num -0.125 -0.125 -0.125 0.169 -0.125 ...  
## $ oth\_com\_con : num 0.515 0.155 -0.259 0.908 0.168 ...  
## $ can\_con : num -0.0567 -0.0567 -0.0498 -0.0567 -0.0567 ...  
## $ tot\_con : num -0.02087 0.01039 -0.05957 0.33551 -0.00893 ...  
## $ tra\_fro\_oth\_aut\_com: num -0.03748 -0.04202 -0.04202 -0.00688 -0.04202 ...  
## $ can\_loa : num -0.0724 -0.0724 -0.0211 -0.0724 -0.0724 ...  
## $ oth\_loa : num -0.0498 -0.0498 -0.0498 -0.0498 -0.0498 ...  
## $ tot\_loa : num -0.0746 -0.0746 -0.0236 -0.0746 -0.0746 ...  
## $ oth\_rec : num -0.0925 -0.0925 -0.0925 0.9413 -0.0925 ...  
## $ ope\_exp : num -0.03214 -0.00288 -0.05094 0.27866 -0.02879 ...  
## $ tra\_to\_oth\_aut\_com : num -0.0833 -0.0833 -0.0833 -0.0833 -0.0833 ...  
## $ net\_con : num -0.04926 -0.04525 -0.05438 -0.00262 -0.04778 ...  
## $ net\_ope\_exp : num -0.05224 -0.04741 -0.05533 -0.00116 -0.05171 ...  
## $ can\_offH : num 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_offP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_offS : num 0 0 0 0 0 0 0 0 0 0 ...

This adds a lot of dimensional but does the job to change variables into numerical ones. So the same will be done for the rest: <https://stackoverflow.com/questions/48649443/how-to-one-hot-encode-several-categorical-variables-in-r>

df\_encoded <- cbind(df\_encoded[, !(names(df\_encoded) %in% "can\_off\_sta")], model.matrix(~can\_off\_sta - 1, df\_encoded))  
df\_encoded <- cbind(df\_encoded[, !(names(df\_encoded) %in% "can\_par\_aff")], model.matrix(~can\_par\_aff - 1, df\_encoded))  
df\_encoded <- cbind(df\_encoded[, !(names(df\_encoded) %in% "can\_inc\_cha\_ope\_sea")], model.matrix(~can\_inc\_cha\_ope\_sea - 1, df\_encoded))

str(df\_encoded)

## 'data.frame': 1814 obs. of 105 variables:  
## $ ind\_ite\_con : num -0.02657 0.042606 -0.030153 0.246364 0.000638 ...  
## $ ind\_uni\_con : num -0.0605 -0.0546 -0.0683 0.3527 -0.0365 ...  
## $ ind\_con : num -0.04156 0.00592 -0.04703 0.30208 -0.0142 ...  
## $ par\_com\_con : num -0.125 -0.125 -0.125 0.169 -0.125 ...  
## $ oth\_com\_con : num 0.515 0.155 -0.259 0.908 0.168 ...  
## $ can\_con : num -0.0567 -0.0567 -0.0498 -0.0567 -0.0567 ...  
## $ tot\_con : num -0.02087 0.01039 -0.05957 0.33551 -0.00893 ...  
## $ tra\_fro\_oth\_aut\_com : num -0.03748 -0.04202 -0.04202 -0.00688 -0.04202 ...  
## $ can\_loa : num -0.0724 -0.0724 -0.0211 -0.0724 -0.0724 ...  
## $ oth\_loa : num -0.0498 -0.0498 -0.0498 -0.0498 -0.0498 ...  
## $ tot\_loa : num -0.0746 -0.0746 -0.0236 -0.0746 -0.0746 ...  
## $ oth\_rec : num -0.0925 -0.0925 -0.0925 0.9413 -0.0925 ...  
## $ ope\_exp : num -0.03214 -0.00288 -0.05094 0.27866 -0.02879 ...  
## $ tra\_to\_oth\_aut\_com : num -0.0833 -0.0833 -0.0833 -0.0833 -0.0833 ...  
## $ net\_con : num -0.04926 -0.04525 -0.05438 -0.00262 -0.04778 ...  
## $ net\_ope\_exp : num -0.05224 -0.04741 -0.05533 -0.00116 -0.05171 ...  
## $ can\_offH : num 1 1 1 1 1 1 1 1 1 1 ...  
## $ can\_offP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_offS : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staAK : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staAL : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staAR : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staAS : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staAZ : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staCA : num 0 0 0 0 1 0 0 0 0 0 ...  
## $ can\_off\_staCO : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staCT : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staDC : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staDE : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staFL : num 0 0 1 0 0 0 0 0 0 0 ...  
## $ can\_off\_staGA : num 1 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staGU : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staHI : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staIA : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staID : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staIL : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staIN : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staKS : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staKY : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staLA : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMA : num 0 0 0 0 0 0 0 1 0 1 ...  
## $ can\_off\_staMD : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staME : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMI : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMN : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMO : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMS : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staMT : num 0 0 0 1 0 0 0 0 0 0 ...  
## $ can\_off\_staNC : num 0 0 0 0 0 1 0 0 0 0 ...  
## $ can\_off\_staND : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staNE : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staNH : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staNJ : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staNM : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staNV : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staNY : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staOH : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staOK : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staOR : num 0 0 0 0 0 0 0 0 1 0 ...  
## $ can\_off\_staPA : num 0 1 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staPR : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staRI : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staSC : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staSD : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staTN : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staTX : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staUS : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staUT : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staVA : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staVI : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staVT : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staWA : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staWI : num 0 0 0 0 0 0 1 0 0 0 ...  
## $ can\_off\_staWV : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_off\_staWY : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affAMP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affCON : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affCST : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affDEM : num 0 1 0 0 1 1 1 1 0 1 ...  
## $ can\_par\_affDFL : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affGRE : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affID : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affIDP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affIND : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affLIB : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affN/A : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affNNE : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affNON : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affNPA : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affNPP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affOTH : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affPBP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affPFD : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affPPT : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affPPY : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affREP : num 1 0 1 1 0 0 0 0 1 0 ...  
## $ can\_par\_affSEP : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ can\_par\_affUN : num 0 0 0 0 0 0 0 0 0 0 ...  
## [list output truncated]

Performing kNN to find optimal K

knn\_fit <- train(df\_encoded, knn\_df\_class, method="knn", tuneLength=10, trControl=train\_control\_knn)

print(knn\_fit$bestTune)

## k  
## 9 21

Now that we have the optimal K, we can also use the Knn model:

knn\_df2 <- subset(campaigns\_cl, select = -c(X))  
  
# Scaling the data again  
knn\_df2[,sapply(knn\_df2, is.numeric)] <- scale(knn\_df2[,sapply(knn\_df2, is.numeric)])  
  
#turning categorical variables into numeric  
knn\_df2 <- cbind(knn\_df2[, !(names(knn\_df2) %in% "can\_off")], model.matrix(~can\_off - 1, knn\_df2))  
knn\_df2 <- cbind(knn\_df2[, !(names(knn\_df2) %in% "can\_off\_sta")], model.matrix(~can\_off\_sta - 1, knn\_df2))  
knn\_df2 <- cbind(knn\_df2[, !(names(knn\_df2) %in% "can\_par\_aff")], model.matrix(~can\_par\_aff - 1, knn\_df2))  
knn\_df2 <- cbind(knn\_df2[, !(names(knn\_df2) %in% "can\_inc\_cha\_ope\_sea")], model.matrix(~can\_inc\_cha\_ope\_sea - 1, knn\_df2))  
  
# Spliting the data into a training set and a test set  
set.seed(123)  
data\_index <- sample(1:nrow(knn\_df2), nrow(knn\_df2)\*0.7)  
train\_set <- knn\_df2[data\_index,]  
test\_set <- knn\_df2[-data\_index,]  
  
# The 'class' column is our target variable  
train\_labels <- train\_set$winner  
test\_labels <- test\_set$winner  
  
# Removing the 'class' column from the training and test set  
train\_set$winner <- NULL  
test\_set$winner <- NULL  
  
# Performing kNN  
knn\_pred <- knn(train = train\_set, test = test\_set, cl = train\_labels, k=11) # using 11 because that was the optimal.  
  
# Checking the accuracy of the model  
mean(test\_labels == knn\_pred)

## [1] 0.946789

0.946789, is the accuracy of the knn model. Mean Accuracy computes the number of correct predictions divided by the total number of predictions.The accuracy of 0.946789 means that the model correctly predicted the outcome approximately 94.68%. This is generally a good result, but not if the cost of a false negative is very high. While in other applications, we might not mind a high false negative amount, this might be the case if there are costs on the line.

SVM Model was next on the list and also only takes numeric attributes so that same scaled and numeric data set from above.

library(e1071)  
  
svm\_df <- subset(campaigns\_cl, select = -c(X))  
  
  
# Scaling the data again  
svm\_df[,sapply(svm\_df, is.numeric)] <- scale(svm\_df[,sapply(svm\_df, is.numeric)])  
  
#turning categorical variables into numeric  
svm\_df <- cbind(svm\_df[, !(names(svm\_df) %in% "can\_off")], model.matrix(~can\_off - 1, svm\_df))  
svm\_df <- cbind(svm\_df[, !(names(svm\_df) %in% "can\_off\_sta")], model.matrix(~can\_off\_sta - 1, svm\_df))  
svm\_df <- cbind(svm\_df[, !(names(svm\_df) %in% "can\_par\_aff")], model.matrix(~can\_par\_aff - 1, svm\_df))  
svm\_df <- cbind(svm\_df[, !(names(svm\_df) %in% "can\_inc\_cha\_ope\_sea")], model.matrix(~can\_inc\_cha\_ope\_sea - 1, svm\_df))  
svm\_df$winner <- ifelse(svm\_df$winner == "Y", 1, 0)  
  
set.seed(123)   
split\_index <- sample(2, nrow(svm\_df), replace=TRUE, prob=c(0.7,0.3))  
train\_data <- svm\_df[split\_index==1,]  
test\_data <- svm\_df[split\_index==2,]  
  
svm\_model <- svm(winner ~ ., data = train\_data, kernel = "radial", scale = TRUE)

## Warning in svm.default(x, y, scale = scale, ..., na.action = na.action):  
## Variable(s) 'can\_off\_staAS' and 'can\_off\_staMT' and 'can\_off\_staVI' and  
## 'X.can\_par\_affN.A.' and 'can\_par\_affNPP' and 'can\_par\_affPBP' and  
## 'can\_par\_affPPY' constant. Cannot scale data.

predictions <- predict(svm\_model, newdata = test\_data)  
  
  
confusion\_matrix <- table(pred = predictions, true = test\_data$winner)  
accuracy <- sum(diag(confusion\_matrix)) / sum(confusion\_matrix)  
print(paste('Accuracy:', accuracy))

## [1] "Accuracy: 0.00183823529411765"

Such a low accuracy rate was expected because of the huge disparity between losers and winners.

winner\_counts <- table(svm\_df$winner)  
  
print(winner\_counts)

##   
## 0 1   
## 1343 471

471/1343

## [1] 0.3507074

As we can see above, only 35% of the data are winners which could be why the model was performing so badly.

Next is decision trees and some columns will have to removed because decision trees are not good with data they havent seen. Some attributes such as party or state do not matter as much. This data set will have to be cleared of all the outlier parties that are not republican, democrat or independent.

#str(campaigns\_cl)

library(rpart)

## Warning: package 'rpart' was built under R version 4.2.3

dt\_df <- subset(campaigns\_cl, select = -c(X))  
dt\_df<- dt\_df[dt\_df$can\_par\_aff %in% c("REP", "DEM", "IDP"), ]  
  
set.seed(123)   
  
split\_index <- sample(2, nrow(dt\_df), replace=TRUE, prob=c(0.8,0.2))  
train\_data <- dt\_df[split\_index==1,]  
test\_data <- dt\_df[split\_index==2,]  
  
# Training  
tree\_model <- rpart(winner ~ ., data = train\_data, method = "class")  
  
# Printing the decision tree model  
print(tree\_model)

## n= 1290   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 1290 379 N (0.706201550 0.293798450)   
## 2) can\_inc\_cha\_ope\_sea=CHALLENGER,OPEN,UNKNOWN 943 47 N (0.950159067 0.049840933)   
## 4) oth\_com\_con< 85283.5 835 3 N (0.996407186 0.003592814) \*  
## 5) oth\_com\_con>=85283.5 108 44 N (0.592592593 0.407407407)   
## 10) can\_off\_sta=AR,CA,CO,IA,IN,MD,MN,MT,NC,NY,OH,PA,US,UT,WV 56 11 N (0.803571429 0.196428571) \*  
## 11) can\_off\_sta=AZ,DE,FL,GA,IL,KS,KY,LA,MI,NE,NH,NJ,NV,TN,TX,VA,WA,WI,WY 52 19 Y (0.365384615 0.634615385)   
## 22) ind\_uni\_con>=245244.4 13 4 N (0.692307692 0.307692308) \*  
## 23) ind\_uni\_con< 245244.4 39 10 Y (0.256410256 0.743589744) \*  
## 3) can\_inc\_cha\_ope\_sea=INCUMBENT 347 15 Y (0.043227666 0.956772334) \*

# Plotting the decision tree  
plot(tree\_model, uniform=TRUE, main="Decision Tree")  
text(tree\_model, use.n=TRUE, all=TRUE, cex=.8)

## Warning in labels.rpart(x, minlength = minlength): more than 52 levels in a  
## predicting factor, truncated for printout

![](data:image/png;base64,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)

# Making predictions on testing data  
predictions <- predict(tree\_model, newdata = test\_data, type = "class")  
  
# accuracy  
confusion\_matrix <- table(pred = predictions, true = test\_data$winner)  
accuracy <- sum(diag(confusion\_matrix)) / sum(confusion\_matrix)  
print(paste('Accuracy:', accuracy))

## [1] "Accuracy: 0.919093851132686"

The root of the tree (node 1) includes all 1290 observations. The base prediction (yval) is ‘N’, because the majority (about 70.6%) of the candidates did not win.

The first split (node 2) is based on the variable ‘can\_inc\_cha\_ope\_sea’. If a candidate is an ‘INCUMBENT’, the model predicts a win (node 3) with a very high probability (95.7%).

If a candidate is a ‘CHALLENGER’, ‘OPEN’, or ‘UNKNOWN’, the model makes further splits based on the ‘oth\_com\_con’ and ‘can\_off\_sta’ variables (nodes 4 and 5).

For ‘oth\_com\_con’ < 85283.5 (node 4), the model predicts ‘N’ (not win) with a very high probability (99.6%).

For ‘oth\_com\_con’ >= 85283.5 (node 5), the model makes further decisions based on the ‘can\_off\_sta’ variable. If ‘can\_off\_sta’ belongs to ‘AR,CA,CO,IA,IN,MD,MN,MT,NC,NY,OH,PA,US,UT,WV’, the model predicts ‘N’ (node 10), and if ‘can\_off\_sta’ belongs to ‘AZ,DE,FL,GA,IL,KS,KY,LA,MI,NE,NH,NJ,NV,TN,TX,VA,WA,WI,WY’, the model makes further decisions based on the ‘ind\_uni\_con’ variable (node 11).

If ‘ind\_uni\_con’ >= 245244.4 (node 22), the model predicts ‘N’, and if ‘ind\_uni\_con’ < 245244.4 (node 23), the model predicts ‘Y’ (win) with a high probability (74.4%).

The accuracy of this model on the test set is about 91.9%, which means the model correctly predicted the winner for about 91.9% of the cases in the test set.

Finally, random forest:

library(randomForest)

## Warning: package 'randomForest' was built under R version 4.2.3

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:dplyr':  
##   
## combine

## The following object is masked from 'package:ggplot2':  
##   
## margin

rf\_df <- subset(campaigns\_cl, select = -c(X))  
rf\_df<- rf\_df[rf\_df$can\_par\_aff %in% c("REP", "DEM", "IDP"), ]  
rf\_df$winner <- as.factor(rf\_df$winner)  
  
set.seed(123)   
  
split\_index <- sample(2, nrow(rf\_df), replace=TRUE, prob=c(0.8,0.2))  
train\_data <- rf\_df[split\_index==1,]  
test\_data <- rf\_df[split\_index==2,]  
  
# Training  
rf\_model <- randomForest(winner ~ ., data = train\_data, ntree = 500, mtry = 3, importance = TRUE)  
  
# Printing the decision tree model  
print(rf\_model)

##   
## Call:  
## randomForest(formula = winner ~ ., data = train\_data, ntree = 500, mtry = 3, importance = TRUE)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## OOB estimate of error rate: 4.73%  
## Confusion matrix:  
## N Y class.error  
## N 882 29 0.03183315  
## Y 32 347 0.08443272

# Making predictions on testing data  
predictions <- predict(rf\_model, newdata = test\_data)  
  
# accuracy  
confusion\_matrix <- table(pred = predictions, true = test\_data$winner)  
accuracy <- sum(diag(confusion\_matrix)) / sum(confusion\_matrix)  
print(paste('Accuracy:', accuracy))

## [1] "Accuracy: 0.964401294498382"

importance(rf\_model)

## N Y MeanDecreaseAccuracy MeanDecreaseGini  
## can\_off 3.6687749 9.135406 9.6956222 4.028365  
## can\_off\_sta 3.5091439 -1.090701 1.8474877 5.576789  
## can\_par\_aff 3.0052598 1.674497 3.1465468 1.635088  
## can\_inc\_cha\_ope\_sea 6.7395409 22.421383 20.4818511 39.904888  
## ind\_ite\_con 8.1929490 7.461729 11.5065683 29.779888  
## ind\_uni\_con 17.6943208 -5.647981 12.5130932 21.975400  
## ind\_con 11.0618658 5.430790 13.0639809 33.878625  
## par\_com\_con 8.5858301 -5.151288 3.6509799 6.049416  
## oth\_com\_con 19.9173028 32.746465 30.8609396 117.448295  
## can\_con 1.2823391 8.375000 8.2206112 7.135696  
## tot\_con 11.8741749 13.028338 16.8340573 58.879761  
## tra\_fro\_oth\_aut\_com 2.0986875 11.337795 10.5593462 8.297627  
## can\_loa -0.1593137 9.448784 9.2710152 10.103119  
## oth\_loa -4.2197569 2.119535 -0.7763937 0.596057  
## tot\_loa 1.9184383 9.677746 10.3207858 11.576751  
## oth\_rec 1.4804970 9.607325 8.5499606 10.333671  
## ope\_exp 9.9839737 6.299865 11.7793831 46.783178  
## tra\_to\_oth\_aut\_com 5.9596187 -2.451487 4.7022175 2.845605  
## net\_con 11.6297089 16.455821 18.7150979 69.506118  
## net\_ope\_exp 10.6030400 6.525396 11.7202757 47.062832

The output shows a lot of details.

Type of random forest: classification - means we used a classification model. The target variable, winner, is categorical.

Number of trees: 500. This is the number of trees that were used to vote for the class in classification or averaged in regression.

No. of variables tried at each split: 3 - At each split in each decision tree, 3 variables were randomly selected as candidates for splitting.

OOB estimate of error rate: 4.73% - This is the Out-of-bag error estimate, which is a method of measuring the prediction error of random forests. This error rate suggests that the model is quite good, as the error rate is very low.

The confusion matrix provides a summary of the model’s performance. It’s a 2x2 matrix: “Y” and “N”. The model has classified 882 instances correctly as ‘N’ and 29 incorrectly as ‘Y’. Similarly, it has classified 347 instances correctly as ‘Y’ and 32 incorrectly as ‘N’. The class error is calculated as the number of wrong predictions divided by the total predictions for each class.

Accuracy: 0.964401294498382 - This is the overall accuracy of the model on the test data. It is very high, which indicates that the model did a great job in classifying the winner.

str(rf\_df)

## 'data.frame': 1599 obs. of 21 variables:  
## $ can\_off : chr "H" "H" "H" "H" ...  
## $ can\_off\_sta : chr "GA" "PA" "FL" "MT" ...  
## $ can\_par\_aff : chr "REP" "DEM" "REP" "REP" ...  
## $ can\_inc\_cha\_ope\_sea: chr "INCUMBENT" "CHALLENGER" "OPEN" "INCUMBENT" ...  
## $ ind\_ite\_con : num 554305 1042280 529030 2479616 746234 ...  
## $ ind\_uni\_con : num 46970 72431 13075 1837715 150890 ...  
## $ ind\_con : num 601275 1114711 542105 4317332 897124 ...  
## $ par\_com\_con : num 0 0 0 3545 0 ...  
## $ oth\_com\_con : num 473675 302834 106050 660039 308740 ...  
## $ can\_con : num 0 0 2700 0 0 0 0 0 0 0 ...  
## $ tot\_con : num 1074950 1417545 650855 4980915 1205864 ...  
## $ tra\_fro\_oth\_aut\_com: num 17710 0 0 136894 0 ...  
## $ can\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_loa : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ tot\_loa : num 0 0 60000 0 0 0 0 0 0 0 ...  
## $ oth\_rec : num 0 0 0 55910 0 ...  
## $ ope\_exp : num 908519 1300558 656643 5073110 953437 ...  
## $ tra\_to\_oth\_aut\_com : num 0 0 0 0 0 ...  
## $ net\_con : num 1074950 1406719 650855 4938944 1197677 ...  
## $ net\_ope\_exp : num 907156 1298832 656210 5055942 949489 ...  
## $ winner : Factor w/ 2 levels "N","Y": 2 2 2 2 2 2 2 2 2 2 ...